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Self Sovereign Identity and User Control for Privacy-Preserving Contact Tracing

Contact tracing apps use mobile devices to keep track of and promptly identify those who come in contact with an individual who tests positive for COVID-19. However, privacy is a major obstacle to the wide-spread use of such apps since users are concerned about sharing their contact and diagnosis data. This research overcomes multiple challenges facing contact tracing apps: (1) As researchers have pointed out, there is a need to balance contact tracing effectiveness with the amount of user identity and diagnosis information shared. (2) No matter what information the user chooses to share, the app should safeguard the privacy of user information. (3) On the other hand, some essential test result information must be shared for the contact tracing app to work. While contact tracing apps have done a good job maintaining contact information on the user’s device, most such apps publish positive COVID-19 test results to a central server which have some risks for compromise. (4) Finally, following the spirit of privacy and in the absence of significant collection of user information, the app must innovate new methods to identify deliberate false reports of COVID-19. We address these challenges by (1) giving the user the right to choose how much information to share about their diagnosis and their identity, (2) building our novel contact tracing app on top of Self Sovereign Identity (SSI) to assure privacy preserving user authentication with verifiable credentials, (3) decentralizing the storage of COVID-19 test results, and (4) incorporating innovative fraud detection methods with limited user information. We, in collaboration with a top multi-national telecommunications corporation, have implemented our Privacy-preserving Contact Tracing (PpCT) app, leveraging Self-Sovereign Identity advances based on the blockchain for their 5G network.

CCS Concepts: • Security and privacy → Software and application security; • Human and societal aspects of security and privacy → Privacy protections; • Software and application security → Social network security and privacy; • Security services → Privacy-preserving protocols.
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1 INTRODUCTION

The unprecedented COVID-19 pandemic has wreaked havoc on literally every aspect of life. As of November 2020, the coronavirus has infected over fifty seven million and killed over one million three hundred thousand people globally. To curb the spread of this virus (named SARS-CoV-2), many governments have enforced stay-at-home orders and social (i.e., physical) distancing measures. These measures, however, drastically disrupt financial and social activities. The economic impact of COVID-19 is still unfolding, very much like its social impacts. In March 2020, the U.S. has...
National Bureau of Economic Research estimated a year-on-year contraction in U.S. real GDP of 11% as of the fourth financial quarter of 2020 [8].

As societies seek to reopen after the stay-at-home orders eventually lift, effective contact-tracing of infected individuals is paramount. Contact-tracing involves identifying those who have come in close contact with an infected individual during the time he/she is potentially infectious with COVID-19, and notifying contacted individuals to take further actions such as getting tested, monitoring for symptoms, and self-quarantining. Mathematical models have demonstrated how “highly effective contact-tracing and case isolation is enough to control a new outbreak of COVID-19 within 3 months.” [20].

A mobile app that automatically detects close contact with other individuals in real-time, keeps track of the contact lists, and proactively notifies contacts is shown to be considerably more effective than traditional reactive contact-tracing [17]. A major concern with such mobile apps, however, is the potential privacy breach of user sensitive information. At a minimum, these apps need to record contacts of individuals and positive COVID-19 test results, but some solutions go as far as collecting exact [29] or approximate [31] geographical locations. Even with the minimal contact information, many have raised privacy concerns [11, 32] with respect to the government access to the data [7], potential for snooping, and lack of privacy from contacts [13].

A number of simultaneous attempts are being made to produce privacy-preserving contact tracing apps. Most of these apps rely on the Bluetooth/Bluetooth Low Energy (BLE) [4] signals to collect the contact list. Each device constantly broadcasts hashed identifiers over Bluetooth/BLE. When a user’s device comes in contact with another, the app collects the hashed identifier of the other user, and keeps this contact information exclusively on the user’s device. When a user tests positive for COVID-19, he/she voluntarily publishes their diagnosis and his/her identifier to a centralized server (typically government server) which in turn propagates the diagnosis to the other users. The other users match the hashed identifier of the infected user against their contact lists to determine if they have been in contact with the infected individual. The matching usually happens on the user’s device. Researchers have proposed a range of privacy-preserving components into this high-level solution, including a public server to collect and propagate positive COVID-19 diagnosis (in lieu of a trusted third-party server) [12], a decentralized peer-to-peer system that eliminates the server altogether [10, 37], or a zero-knowledge proof approach [24]. Amid these solutions, some researchers have aimed to replace the server with blockchain technology to enable privacy-preserving contact-tracing [7, 36].

Yet, prominent privacy researchers have argued that [14] “digital contact tracing may protect privacy, but [without proper balance between privacy and contact tracing effusiveness] it is unlikely to stop the pandemic”. While some researchers feel confident that privacy and contact tracing can go together [2], others view such apps as major risk to privacy [32]. To address this concern, we offer our first contribution: we give users the right to choose how much information to share with other users with no sharing to a centralized public authority. The user can share as much or as little identity and diagnosis data he/she wishes to share. We are unaware of any other contact tracing app that gives the user such wide range of options about what to share without decreasing contact tracing efficacy.

No matter how much the user decides to share, user information should be safeguarded. To provide the ultimate protection of user privacy, we make our second contribution. We utilize Self Sovereign Identity (SSI) built on top of blockchain, and available to 5G network users through our industrial partner in this research. Blockchain was first introduced with Bitcoin [28], a cryptocurrency (i.e., electronic cash) technology that allows online transactions to take place without going through a trusted financial third party. Digital signatures and a peer-to-peer network form the backbone of the blockchain technology. The two parties of the transaction communicate through
digital signatures (i.e., public and private keys). The peer-to-peer network timestamps transactions by hashing them into a chain of blocks, forming a record of transactions. This ledger (also known as blockchain) cannot be altered without the consensus of the network majority. **Self-sovereign identity (SSI)** is the concept of individuals or organizations having sole ownership of their digital and analog identities. Blockchain exhibits several properties that make it a suitable candidate for self-sovereign identity applications [16], including but not limited to distributed consensus, immutability and irreversibility of ledger state, distributed data control, accountability and transparency. Because of its support for self-sovereign identity, blockchain platforms have already been exploited to develop self-sovereign identity applications, such as uPort [25], Jolocom [15], Sovrin [30] and Blockcerts [33]. These applications are deployed at the top (application) layer where a blockchain platform resides underneath. Our industrial partner has a similar implementation of SSI on top of the Hyperledger blockchain.

While our use of SSI strengthens the privacy protection of user private information, there is an essential part of COVID-19 positive test results that must be available to other PpCT users for the app to function. Individuals on the contact list of a user who has tested positive for COVID-19 must be notified. Even this limited notification is under the user’s control in our app. To the best of our knowledge, however, the publication of positive test results to a central server seems almost ubiquitous in contact tracing apps. Such central server is a single point of failure and may be compromised to flood the PpCT users with deliberately fabricated COVID-19 positive results or other formulations of inaccurate results. To resolve this issue, we take advantage of the blockchain network (in particular Hyperledger Fabric) as a distributed repository of positive test results, disassociated from user identities. As our **third contribution**, blockchain replaces the central repository of COVID-19 positive test results (hashed identifiers) and adds decentralization, immutability, transparency, and security. Note that the public Fabric ledger is used only for the part of test results that must be shared with others.

Finally, we introduce novel trust measures to serve as fraud detectors. In the absence of significant user information, recognizing trustworthy users from attackers that seek to report false diagnosis seems particularly daunting. Our **final contribution** is the definition of trust for PpCT users with limited information. It is notable that we keep even that limited information on user devices protected by SSI (i.e., in their SSI wallet).

We have implemented our PpCT for Android devices in collaboration with our industrial telecommunication corporation that funds this research [name redacted]. We are currently testing PpCT with college students at [name redacted]. It is also noteworthy that our Privacy-preserving Contact Tracing app is transferable for tracing any other infectious disease.

## 2 PRELIMINARY

### 2.1 Privacy Concerns in Traditional Contact Tracing Applications

There are lots of important issues waiting to be addressed for a traditional contact tracing app. Among these are privacy and security concerns of users’ information: Contact tracing apps involve the storage of users’ contact data, associated with users’ interaction history log for a pre-set duration (usually set as two weeks). The collection of this information imposes possible threats to user privacy as the log data may disclose users’ private information such as identities, locations, trajectories, and lifestyle-related information. A contact tracing app aggravates the privacy problem even further because it may disclose users’ health and diagnosis information. Such threats to privacy would discourage people from participating in contact tracing through apps.
2.2 Our Design for Privacy Preserving Contact Tracing

To ensure the maximum possible privacy of users, and at the same time assure the proper functioning of the contact tracing app, we make the following attempts in our privacy-preserving contact tracing application:

1. We make contact tracing happen strictly through Bluetooth Low Energy (BLE) beaconing. User location information is never recorded or stored.

2. BLE Identifiers change every fifteen minutes, which reduces the risk of privacy exposure during the process of broadcasting identifiers and collecting contacts.

3. The participation in each functionality of the app requires users’ explicit consent. Users decide to opt into registration, contact collection, self-reporting, and notification. In line with this privacy preserving design decision, we allow users to self-report instead of having third party COVID testing labs report on their behalf.

4. Anonymization. The basic idea is to remove identification information from all interactions between users, and of course between the user and application. One way to make users anonymous is to replace their identifiable information with pseudonyms or suppressing users' identities.

5. The user selects the extent to which they wish to share their identity through self-reports and/or add identity verification from an organization who knows them. Users may have third party organizations attest their identities.

6. All user authentication information is secured with SSI and saved in their wallet on the device. User private key for SSI is generated on the device and never leaves it.

7. User trustworthiness measurement calculations are processed exclusively on the device. The original intention of the measurement is fraud detection in order to stop malicious users’ false reporting attacks that may cause a huge panic among the users.

8. The trustworthiness score is protected and secured as one of the identity owner’s personal identifiable information. The score is treated as another form of identity information and saved in the SSI wallet for privacy. The use of the measurement score should satisfy all the guiding principles of self-sovereign identity. User reporting trustworthiness and user privacy preservation are two conflicting objectives in a privacy-preserving contact tracing application. A strict mechanism to preserve privacy may influence user reporting trustworthiness. Nevertheless, The method to ensure the user’s trustworthiness imply collecting users’ personal data for verification or authentication, which is against the preserving privacy purpose. Therefore, a trade-off between user information collection (albeit securely saved on user device with their SSI wallet) and detecting fraud is necessary.

9. Persons in a user’s contact list are notified the user’s test results have been verified if the user is willing to provide their positive test report, but report contents are never shared outside the PpCT app.

10. Contact information never leaves user devices and contact matching takes place locally on their devices.

3 SELF-SOVEREIGN IDENTITY (SSI)

Self-sovereign identity, is the concept of individuals or organizations having sole ownership of their digital and analog identities. SSI adds a layer of security and flexibility allowing the identity holder to only reveal the necessary data for any given transaction or interaction. Allen proposed his ten guiding principles of SSI [3], which are summarized in Table 1.
Table 1. SSI can be defined as ten guiding principles, which was categorized into three sections: Security, Controllability and Portability[35], [16]. Transparency and Access are solely from the identity owner’s perspective and ensure that identity owners can utilize their own identities anywhere and anytime.

<table>
<thead>
<tr>
<th>Security</th>
<th>Controllability</th>
<th>Portability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keep identity information secure.</td>
<td>Users must take control of their data, e.g who can see or access.</td>
<td>Users can utilize their identities wherever they want, without being tied to any provider.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Protection</th>
<th>Existence</th>
<th>Interoperability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence</td>
<td>Persistence</td>
<td>Transparency</td>
</tr>
<tr>
<td>Minimisation</td>
<td>Control</td>
<td>Access</td>
</tr>
</tbody>
</table>

3.1 Background: Flow of Typical SSI

Hyperledger Indy combined with Aries is an example of practical implementation of the SSI concept. While Indy itself is a form of SSI implementation already, Aries provides the flexibility and additional functionality in practical software development across different platforms.

Figure 1 displays the high-level workflow of SSI. In addition, a typical Indy SSI example adds the concept of derived credentials in addition to root credentials as follows: At the beginning, an individual user has root credentials like one’s names or driver’s licence that are issued and documented by trusted government agencies. An entity like a local bank or a university can create SSI for the user to use in future applications by creating a derived credential with the root credentials. For example, a university can create a diploma (derived credential) with one’s name (root credential).
and the information is stored in its database. In this case, the university offers and the user accepts the diploma. By accepting this offer, the user utilizes root credentials to create a derived credential. Once the university gets that information as a whole, it fills in all the other information it had for the diploma and sends the completed SSI back to the user. The user now stores this completed SSI in their wallet on their device and use it in the future without a typical authentication process that has to involve the university. This process would greatly increase user controllability of the identity because the technology enables an authentication process that minimizes the involvement of administrative authorities.

4  HIGH-LEVEL USE CASE OF PPCT

In this section, we explain the high-level use case of our PpCT app. Inspired by SSI, we provide four distinct levels of authentication. The user may choose any level to authenticate himself/herself without exposing the identity document used outside the secure SSI wallet. In the remainder of this section, we select one sample level of assurance from these four levels and explain our PpCT functions in more details.

4.1 Four Privacy Layers of SSI

Four privacy layers of SSI allow users to share as much as they desire about their identities.

- Level 0: No sharing
- Level 1: I own an identity defined by a public/private key pair
- Level 2: I own an identity known to a third party/organization I trust
- Level 3: Individual Personal Identifiable Information sharing

Table 2 elaborates on these four levels of assurance.

<table>
<thead>
<tr>
<th>Level</th>
<th>Technology</th>
<th>Purpose</th>
<th>Examples</th>
<th>Thoughts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>Zero Knowledge Proof Scene</td>
<td>Achieve proof of asset or identification without exchange of the identity itself</td>
<td>Zero-Knowledge Password Proof (ZKPP) (standardized as part of IEEE IEEE 1363.2)</td>
<td>Needs sophisticated design depending on the application scenario</td>
</tr>
<tr>
<td>Level 1</td>
<td>General Blockchain Technology without Know Your Customer (KYC)</td>
<td>A virtual identity which is not related to a limit of real world identity is established within some systems</td>
<td>Hyperledger Fabric enabled blockchain, Ethereum</td>
<td>Usually requires additional resource to maintain the system</td>
</tr>
<tr>
<td>Level 2</td>
<td>Private Blockchains, Hyperledger Indy</td>
<td>Achieve self-sovereign identity in this level of Trust</td>
<td>College Certificate, Loan Application, Work Pre-screening</td>
<td>Self-sovereign Identity can be achieved but privacy preserving needs further discussion</td>
</tr>
<tr>
<td>Level 3</td>
<td>Traditional authentication/authorization</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For the sake of brevity, we do not extensively explain all the four layers. Rather, we select layer two and dive into details of its implementation.

4.2 Overarching Flow

We display the swim-lane diagram of the entire PpCT at level two of authentication in Figure 2. The overarching flow of the swim-lane diagram can be divided into six parts: Registration, Contact Collection Setting, Contact Collection, Contact Notification Setting, COVID Test Reporting, and Contact Notification.

Procedure 1: Registration.

John and Mary, two users of PpCT, both have PpCT installed on their phones. In the registration phase, they each provide identity information in accordance with Section 3.1 to have their identities attested and verified. Similar to a typical SSI application, their identity information and their private keys are stored in their SSI wallets, solely on their devices, and never leave the device. The figure includes methods provided by the SSI API that PpCT calls in white boxes. First, the PpCT app sends Request Identity Credential to the identity provider. The identity provider follows up by Creating Identity Credential Offer and sending back to the user to accept. Once the user accepts this offer, the identity provider generates the verified Identity Credential, sends it back to the user for future use and also stores the Identity Credential at the provider side. John’s PpCT app (also Mary’s) receives Unique Identity Credential and the keys are stored in the wallet.

Figure 3 shows the screenshot of PpCT that implements registration. Users are allowed to pick an identity provider in the page and then press the confirm button to submit their choice. If the
user selects no identity provider, they remain at level 0. If they choose an identity provider, the user’s identity is verified at level 1. If the user further has a third party organization attest their identities through single sign on (SSO), they will be verified at level 2. If the user provides the full identity, they are verified at level 3.

Fig. 4. The Contacts tab of PpCT app with the switch turned on.

Procedure 2: Contact Collection Setting.
In PpCT, the user’s explicit consent is asked every step of the way. Users can decide whether or not to give the PpCT app permission to broadcast BLE signals (Contact Collection Setting of the swim lane) on the PpCT Contacts page. Only when contacts are turned on, they could see the list of people they have been in contact before, and at the same time, they themselves will show up in other users’ contacts correspondingly.

Procedure 3: Contact Collection.
As shown in Figure 2, when John and Mary meet to chat for a few minutes, their smartphones exchange hashed (anonymous) identifiers over Bluetooth to register that they have been in contact. To avoid the possibility of associating an identifier with a device, these identifiers change every 15 minutes and remain resident on user phones. Each contact is saved for a preset number of days for which the viral disease is believed to be infectious—in the case of COVID-19 for 14 days. Figure 4 is the screenshot of the Contacts page. The past contacts will show in the contact history with hashed IDs and time stamps.

Procedure 4: Contact Notification Setting.
Again, the user’s consent is requested in the settings of contact notification. We show a screenshot of this page after reviewing the reporting process.
Fig. 5. The Report tab of PpCT app.

Fig. 6. The information selection page of PpCT app.
Procedure 5: COVID Test Reporting.
When a user (John) is diagnosed with COVID-19, he voluntarily enters his positive COVID-19 test results into the PpCT app. Then, PpCT asks for his informed consent on the PpCT app Report tab. If John grants consent, our app will bring John to the next two steps to finish the notification procedure. Users can absolutely decide not to share anything in our app. In that case, the user receives links to information on COVID-19. However, the main purpose of PpCT is achieved when the user decides to share parts of his diagnosis (Figure 5).

With John’s approval, the app will lead him to the other page of the Report Tab (Figure 6) to select the information to attest—the test result from the test agency or trust scores from PpCT, and the personal information to share (Name, Contact duration or Contact time). For example, if John selects to share contact duration and contact time (only month) and append his Trust Score as attestation, anonymous and time-stamped notifications stating the following will be sent out to users on his contact log list, including Mary: “You came into contact with a COVID-19 positive individual in June. The contact lasted for one hour and the trust score of the individual (the likelihood that they truthfully reported a positive test result) is Y.”

In figure 7, users can choose to pick a picture of positive COVID-19 test results in their album and then provide it to PpCT.

Note the nuances of test reporting in Figure 2. Once the user grants permission, the hashed BLE IDs from his past 14 days are retrieved from his device. If the user is still considered contagious according to the timing of test results, his future hashed BLE IDs will also be periodically retrieved. PpCT then asks for a picture of positive test results (if the user is willing to share one) and calculates
trust scores for fraud detection on the user device. Then, John may decide to have his identity attested with the identity provider, without actually sharing his identity. Depending on his chosen level of assurance (Section 4.1), his report to the distributed PpCT Result Store is attested and automatically verified by the PpCT Result Store Admin. Then John’s hashed BLE IDs are saved to Hyperledger Fabric’s ledger—publicly available to other PpCT users.

**Procedure 6: Contact Notification.**

Mary’s PpCT app periodically queries positive COVID test reports, and compares Hashed BLE contact IDs in positive COVID test reports to her log of received Hashed BLE contact IDs. If there is a match, the app will send Mary advice for self-quarantine and COVID testing. Hence, Mary receives notifications sent by John if she has turned on the notifications in PpCT. Figure 8 shows the screenshot of the notification tab. Past notifications will show under the notification history.

![Fig. 8. The Notification tab of PpCT app with the switch turned on.](image)

5 THE TECHNOLOGICAL STACK

In this section, we cover various technologies we use for the development of the PpCT mobile app. Fig 9. gives a top level description of how different technologies interact with one another. Although Google/Apple have released a contact tracing library [1] that utilizes the same technology as this work, the Google/Apple API is available to health authorities only. As a result, we build our own tracking libraries from scratch.

5.1 Bluetooth Low Energy

We leverage Bluetooth Low Energy (BLE), a short-range radio communication standard that uses less transmission power than normal Bluetooth to minimize its impact on battery consumption. The technology utilized the same ISM band of 2.4GHz as many of the wireless communication protocols
The Technology Stack

Fig. 9. The Technology Stack of PpCT.

sit in, while giving 40 physical channel with separation of 2 Mhz. Of the 40 physical channels, 3 are dedicated for BLE advertisement and 37 are for data. In our application, we do not establish bi-directional data link with the BLE protocol but rather advertise one-sided the device identifier generated in our app periodically. It is worth noting that the contact tracing functionality provided by the Google/Apple’s Exposure Notification system also utilize this technology to achieve the goal. A typical detection of contact would looks like the following: John’s phone is periodically advertising its own device identifier. Mary’s phone would be scanning for such identifiers with a certain power measurement and records the time of receiving. We consider contact duration and tune for contact distance so that PpCT can evaluate different risk levels of contact with the information provided (e.g., 15 minute contact within 6 feet distance). After a pre-set period of time, John’s phone will generate a new identifier for it to be detected. Note that even though Mary’s phone received the first and second identifier from John’s phone, the system is designed so that it cannot determine whether these two identifiers are from the same phone. This feature was enabled by the Media Access Control (MAC) address randomisation introduced in the BLE standard. In order to lower the risk of being tracked by other devices, the MAC address and the device identifier shall be changed at the same time. Another feature of BLE protocols is that it can be configured to be extra power saving than many other communication protocols. Therefore, even if our PpCT app requires users to turn on Bluetooth the entire time, their batteries still last long.

5.2 App Development

We use Xamarin for the implementation of the mobile app and XMPP as our extensible messaging and presence protocol used for streaming XML elements between device and the cloud. Signal
Protocol is applied for cryptography and Amazon Web Services (AWS) for deployment. To allow our PpCT app to run in the background even if the app exits or the phone restarts, we use WorkManager which is also a battery-friendly API like BLE. To perform responsive UI design, we use ViewModel, DataBinding, and LiveData so that our PpCT app can adapt to different sizes of screen and these APIs also make it easier to manage UI when data in the background has changed.

### 5.3 Implementation of Self Sovereign Identity

We choose the HyperLedger Indy combined with Aries as the tool to implement the SSI identity management system. The app starts with establishing derived credentials that are being used in the app from root credentials. Root credentials are usually credentials that are strongly trusted by the app designer. For instance, since we have a strong understanding of how the Single Signed On (SSO) system works at our organization, the membership of the organization can be considered a valid root credential to create a derived credential that will be used in future authentication processes. The advantage of this method is that once derived, the SSI is fully controllable by the user. Only the identity owner has the ability to initiate an authentication or authorization process.

### 5.4 Public Ledger as Information Bulletin

Even though a main important design concept of our PpCT app is privacy, the hashed BLE IDs voluntarily shared by PpCT users have to be accessible to other users for the app to function properly. In our design, we emphasize the need for designing an entity for storing the proper amount of information for exposure notification. In our case, this entity should not store information that can be directly linked to the identity of app users but should still enable users to know if they have been exposed to COVID-19. We choose to implement the entity utilizing the HyperLedger technology, which enables us to build a decentralized ledger with extra power of smart contracts to perform crucial privacy preserving operations in a decentralized way which can be modified after deployment.

HyperLedger is one of the blockchain projects that has gained popularity over the past few years since launching in 2015. Within the maturing ecosystem of HyperLedger, HyperLedger Indy is chosen for identity management and credential distributing. Indy project is a ledger project that specialized in identity management by providing digital identities rooted on blockchain. Once a credential is issued with Indy, users have full control over that credential comparing to other common digital identities. For development flexibility, we also adopt Hyperledger Aries for cross system identity support. Last but not the least, a distributed ledger supported by Hyperledger Fabric is also adopted for the purpose of securely storing the information needed within the design scope. Since distributed ledger empowered by Hyperledger Fabric also supports smart contracts, more higher level functionalities can be developed and added.

We want to emphasize that our app can operate the notification functionality without storing information that relates to the real world identity of the user, but information that may be traced back to the user can still be processed with the app user’s consent to support higher level functionalities such as the calculation of trust scores. Note that even in the scenario that the user is posting data with derived credentials, the user is the one initiating the authentication process. Once the credential is used for establishing some level of trust, the information will not be stored at any entity. In this case, a one-time posting key is generated for the user to post the data he/she would like to share. By design, the user’s privacy is more protected and enhanced compared to transitional peer-to-peer systems.

We reiterate that even though the blockchain ledger that replaces the central server of COVID-19 positive test results is public, what is saved is hashed anonymous identifiers that would not be
possible to map back to identify devices. However, blockchain protects PpCT from a single point of failure and adds decentralization and immutability.

6 FRAUD DETECTION PROBLEMS

One issue of a privacy-preserving contact-tracing app is the reliability of users’ COVID test result reports and provided image proofs. As data are reported by users out of voluntary, they could possibly be falsified. The worst cases are malicious users, who may provide numerous false reports. If these false reports are left undetected, they could cause panic among the users during the COVID-19 pandemic.

Our PpCT opted to not directly receive COVID-19 test results from COVID-19 testing labs because we would like to empower users by allowing them to share as much or as little as they wish. As a result, PpCT requires innovative methods to detect false and misleading COVID-19 test reporting by untrustworthy users. SSI plays an essential role to detect false reporting by authenticating users, if the user consents to such authentication. Nonetheless, authentication is voluntary and we enhance our fraud detection further with methods explained in this section.

The trustworthiness issue of user-provided data inherently conflicts with the user privacy preserving issue. The conflicts lie in that those falsified or even fabricated reports could not be detected or eliminated, if users’ identities or personal information are not disclosed at all. In other words, if full anonymity is provided to application users, guaranteeing the trustworthiness of reported data is almost impossible. Therefore, a trade-off between guaranteeing user privacy and detecting fraud users is necessary. Our solution to this problem is to evaluate the trustworthiness of users’ report. By evaluating their trustworthiness and detecting those fraud cases, the app can know the limit of reports provided by users. We ask for user consent and use limited information solely kept on the user device (i.e., SSI wallet) for trust score calculation.

6.1 Trust Score Kept in the SSI Wallet for Privacy Protection

To dispel users’ privacy concerns, we make the trustworthiness score another form of identity information, which is saved in the SSI wallet for privacy, because user trustworthiness calculation may disclose users’ private information. All the fraud detection related measurement is calculated on the user device, kept at the user side, and is protected and secured as one of the identity owner’s personal identifiable information. Personal identifiable information are those personal information usually used to identify a particular person, such as a full name, email address, social security number, driver’s license, bank account number, or passport number. The measurement result will only serve as a proof provided to the users as an option requiring the user’s explicit consent. The use of the trustworthiness score should satisfy all the guiding principles of self-sovereign identity.

6.2 Fraud Detection Attempt - User Editing Trustworthiness

6.2.1 Self-reporting preference settings. To ensure user privacy, we build user trustworthiness with minimal personal identity information. One option that works both for user personal identifiable information privacy and reporting data trustworthiness is to track users’ editing process during self-reporting. Here are the choices users would be asked to make under the report section, according to their personal preferences:

(1) Do you consent to report yourself as COVID-19 positive?
(2) Are you willing to share your anonymous contact list?
(3) Do you need more advice on what to do next?
(4) What personal information you would like to share in the notifications sent to your contacts?
   - My Name
• Contact Duration
• Contact Time (Month only)
• Contact Time (Month and Date)
• Contact Time (Month, Date and Hour)

We add more questions for Editing Trustworthiness calculation:

1. How many tests have you taken? How many of them are negative and how many are positive?
2. Any COVID-19 symptoms, like a cough or fever?
3. Have you taken any self-quarantining actions?
4. Do you need our help with hospital information or advice from physicians?

6.2.2 Atomic editing types. Similarly to the work illustrated in [21], we build up our editing trustworthiness measurements based on a sequence of basic editing operations which is expressible as the following four atomic editing types:

Initialization. If a user just starts to use the app and then he decides to self-report as tested positive when finding the report tab for the first time, he will be treated as trustworthy for his initial editing. In other words, normal users are considered trustworthy on self-reporting by default. For example, John who volunteers to report by walking through the whole process step by step, implicitly confirms the trustworthiness of his report.

Originality. If a user tends to keep the originality of his report since clicking “Finish the report”, the moment when he completes all the report contents, all his edits during the report process will be given a high trustworthiness score. Thence, his trustworthiness score will be quite high.

Modifications. Because changes to the simple preference choices may reveal his intention to forge some false facts, for those actions which intend to modify the answer to the same question too frequently, it will be assigned a lower trustworthiness value. The more frequent the changes are made to those simple questions, the lower the trustworthiness score will be.

Rollbacks. Modifications should intuitively decrease a user’s reputation if he reverts a preference setting to a state before. There are special cases remain to be taken into consideration as users may make some edits inadvertently. There is no doubt that the user’s trustworthiness score should not decrease for the edits to fix his unintended mistakes.

6.2.3 User Editing Trustworthiness $T_e(u, t)$. We denote user editing trustworthiness by $T_e(u, t)$, where the trustworthiness score $T_e(u, t)$ is a function of both user $u$ and time $t$, that is the trustworthiness score of user $u$ at time $t$. The trustworthiness of each atomic editing is denoted as $A_i$, where $i$ is the $i^{th}$ edits that were made by a given user.

Following the way in [26], we bound the values of both user editing trustworthiness $T_e(u, t)$ and single editing trustworthiness $A_i$ between 0 and 1, that is $0 \leq T_e(u, t) \leq 1$ and $0 \leq A_i \leq 1$.

User editing trustworthiness $T_e(u, t)$ depends on the trustworthiness of all editing he has produced and is defined as the average of such values:

$$T_e(u, t) = \frac{\sum_{A_i \in F(u, t)} A_i}{|F(u, t)|}$$  \hspace{1cm} (1)

where $F(u, t)$ is the set of all the edits made by user $u$ until time $t$.

6.3 Fraud Detection Attempt - User App Liveness Trustworthiness based on Anomaly Detection

Anomaly detection [22] has been widely studied and applied in a variety of domains, one of which is fraud detection. Anomaly detection detects the occurrence of anything unusual with statistical models, considering unexpected behaviors could be the sign of an attack happening. It is useful as
it can detect a threat without any explicitly defined signature or specific standards. This allows us to identify the so-called “zero day attacks”.

Inspired by [34], we try to distinguish from the mode of user utilizing PpCT application if there are any unusual performance from the application side, which could be a sign of potential attacks. To be more specific, we measure users’ trustworthiness level in self-reporting from the normality of users’ application liveness level.

6.3.1 Application Liveness Normality. The basic idea is to detect the abnormal changes of users’ daily activity through their application liveness—i.e., the period of time that the PpCT app is live and in use. Any normal changes in the activity scope are totally acceptable and the threshold will be definitely different for different users, considering different people have different lifestyle and application habits.

We try to detect the anomaly of users’ liveness mode change by calculating the similarity score of users’ application liveness level between different time duration \( \text{dur}_p, \text{dur}_q \) of same length \( k \). The time duration \( k \) can be an hour, a day, or a week, and thus \( \text{dur}_p = t_p - t_{p-k}, \text{dur}_q = t_q - t_{q-k}, \) where \( t_p, t_{p-k}, t_q, t_{q-k} \) are the time point. The parameters are designed to be adjustable based on the user types and application scenarios we will be facing.

When calculating the liveness similarity, we aim to obtain the liveness of users in the contact tracing application. Liveness of a user can be measured by many aspects, like the number of tweets a user posted if it is for Twitter in time duration \( \text{dur}_p \). Likewise in the contact tracing app case, we choose the following several criteria \( \eta_n(u, \text{dur}_p) \) as measurements whether users are active. \( \eta_n \) denotes the \( n^{th} \) measurement number for user \( u \) during the time duration \( \text{dur}_p \).

- Number of repeated checks of his/her own contacts history.
- Time duration the contact tracing app is kept open.
- Number of close contacts.
- Number of checks on the COVID-19 information and self-quarantine suggestions.
- Time duration through which Bluetooth is turned on.

Similarly as the editing trust measurement in section 6.2, the values of single trustworthiness \( \eta_n(u, \text{dur}_p) \) are bounded between 0 and 1, that is \( 0 \leq \eta_n(u, \text{dur}_p) \leq 1 \).

When the liveness difference is smaller than a pre-set threshold \( \epsilon \), trustworthiness is set as \( 1 - \frac{\left| \eta_n(u, \text{dur}_p) - \eta_n(u, \text{dur}_q) \right|}{\epsilon} \) and trustworthiness is set as 0, if not:

\[
L_n(\text{dur}_p, \text{dur}_q) = \begin{cases} 
1 - \frac{\left| \eta_n(u, \text{dur}_p) - \eta_n(u, \text{dur}_q) \right|}{\epsilon} & \left| \eta_n(u, \text{dur}_p) - \eta_n(u, \text{dur}_q) \right| \geq \epsilon \\
0 & \left| \eta_n(u, \text{dur}_p) - \eta_n(u, \text{dur}_q) \right| < \epsilon 
\end{cases}
\]  

(2)

where \( L_n(\text{dur}_p, \text{dur}_q) \) represents the user application liveness similarity for the \( n^{th} \) measurement \( \eta_n \) between time duration \( \text{dur}_p \) and \( \text{dur}_q \). One point to clarify, the similarity score is not a measurement for trustworthiness, while the dataset including all the similarity scores will serve as a basis for judgment in anomaly detection.

Again, all the calculation and the whole dataset are kept at the user application side, and will never be uploaded from device. Final assessment outcomes will be kept, protected and secured as one of the identity owner’s personal identifiable information in users’ SSI wallets.

6.3.2 User Activity Anomaly Detection Trustworthiness \( T_a(u, t) \). To measure users’ activity trustworthiness from the perspective of application use, we take advantage of anomaly detection to detect any abnormal behaviors happen, on the premise that any unexpected user behavior could be the sign of an attack or a malicious user fraud. The methodology behind anomaly detection is to
test a new data sample against the data samples history, which is always useful to detect anything abnormal happening. To apply in our scenario, the detection pertains to investigating the user’s current behavior and measuring how much the difference is between the current behavior and the accumulating past behaviors. One of the most common algorithms to apply is the Gaussian distribution algorithm [22] which implies that a normal sample \( x \) is distributed with a mean \( \mu \) and variance \( \sigma^2 \).

6.4 Image Proofs Provided Verification Trustworthiness

In the procedure of COVID Test Reporting, there is a step in which we recommend users who volunteer to self-report provide image proofs for credibility attestation. Considering user trustworthiness measurement and user privacy preservation are two conflicting objectives in a privacy-preserving contact tracing application. One way to measure the trustworthiness without revealing users’ private information is to measure the trustworthiness of user-generated content instead of users themselves. In other words, the measure target shall be moved from user trustworthiness to user-generated content trustworthiness, through tracking content, not people.

The general idea is to decouple the contents generated by users and users’ personal information, especially those private identity-related information, while as a substitute, to couple the content with a spatial timestamp representing a system-verified time or location. This approach preserves the privacy of users by not exposing their identity information to any potential attackers. A wide range of research [23], [19] has been conducted on how to establish some trust in the authenticity of user-generated content, assuming the information were reported or provided by unknown individuals or even un-trusted users. Paper [23] proposed a localization certification method where users could tag their contents with a spatial timestamp to increase credibility.

Inspired by this idea, we apply the model [19] as our prototype and add more features to verify the authenticity and credibility of the image proofs provided by users. To self-report and send notifications, users are recommended to provide an image proof for testing positive. With these user provided contents, we verify the trustworthiness of users’ self-reporting by verifying image timestamps, considering user generated content is more valuable and trustworthy when its spatial and temporal properties can be verified. If the user provides an image that is digitally altered, the image proof is considered untrustworthy.

Again, all the provided images are kept at the user application side and the verification is conducted on the device. The verification result will be kept at the user side, protected and secured as one of the identity owner’s personal identifiable information in identity owner’s SSI wallet. Only the final trust score is provided to other users, with the provider’s explicit consent.

6.5 Fraud Detection Attempt - Binomial Reputation (To Combine Different Measurements Above)

Calculating the above trustworthiness measurements, (1) user editing trustworthiness \( T_e(u, t) \) (section 6.2), (2) user activity normality trustworthiness \( T_a(u, t) \) (section 6.3) and (3) image proofs verification trustworthiness (section 6.4), helps the application distinguish normal users from malicious ones, and consequently make decisions whether to trust the COVID-19 positive test report provided by users and spread in the form of sending notifications.

It is worth emphasizing that if PpCT detects one user with any abnormal behavior from any trustworthiness perspective, it does not mean that this user would be evaluated as a malicious user or his report would be discarded. For any specific measurements, low trustworthiness score does not directly lead to a judgment for users. The final conclusion will be made after a thorough evaluation, taking into account all the measurements, which therefrom enhance the robustness of the trustworthiness evaluation system.
In this part we demonstrate our method to identify the malicious users based on the measurements proposed above. In paper [18], the authors proposed a reputation management mechanism called binomial reputation. Similarly in our application scenario, each user will only be classified as a normal user or a malicious user (which can be trusted). The binomial distribution helps compute the probability of a user being credible:

\[ f = (p|n_g, n_b) = \frac{\tau(n_g, n_b)}{\tau(n_g) + \tau(n_b)} p^{n_g-1}(1-p)^{n_b-1} \tag{3} \]

where \( \tau \) denotes the beta distribution, applied for its flexibility and simplicity. \( n_g \) and \( n_b \) are the number of good and bad behaviors captured, respectively, and \( p \) is the probability of \( n_g \). The expectation of binomial distribution probability is:

\[ E(p) = \frac{n_g}{n_g + n_b}, 0 \leq E(p) \leq 1 \tag{4} \]

This equation denotes the degree or probability of a user being normal and thus we assumed normal users as credible and reliable. We can pre-set a threshold value \( \xi \) as a tolerable bottom line, \( 0 \leq \xi \leq 1 \). For example, If \( E(p) = \xi \), it means the user’s behaviors captured are half and half (if \( \xi = 0.5 \)), and thence hard to classify. If \( E(p) > \xi \), there is a great chance that the evaluated user is normal, according to the predetermined standard and his report will be spread to all close contacts as a reminder to self-quarantine or schedule a COVID-19 test. (The trust score may be attached to the final report with the user’s explicit consent.) Otherwise, the user is more likely to be malicious under the expected standard and his positive test report should be discarded.

7 RELATED WORK

In this section, we review the work most close to ours on leveraging blockchain for contact-tracing. To the best of our knowledge, there are two manuscripts that cover blockchain-based contact-tracing with the goal of preserving user privacy: BeepTrace [36] and Pronto-C2 [7]. BeepTrace [36] utilizes blockchain to propose the architectural design of a privacy-preserving contact-tracing app. It further numerically analyzes network storage and computing capacity requirements of such a design. In comparison with our work, BeepTrace is an abstract open initiative without concrete prototype implementation. Pronto-C2 [7] presents a decentralized BLE-based peer-to-peer contact-tracing system, which can optionally be implemented with blockchain. Pronto-C2 seeks to protect users against mass surveillance by governments and authorities through decentralization. Like BeepTrace, Pronto-C2 is a high-level design proposal lacking a concrete implementation or prototype with blockchain. While there are many different concrete implementations of contact-tracing apps [6, 9, 27], none are based on blockchain. The use of self-sovereign identity is the contribution of our work and we are unaware of any contact tracing app based on SSI.

Finally, to the best of our knowledge, there is no other work that takes advantage of the concept of trust in contact-tracing to compensate for the possible lack of attestations from health authorities. In fact, all the solutions we have found take such attestations for granted.

8 CONCLUSION

We presented the prototype of our privacy-preserving contact-tracing (PpCT) mobile app, which leverages Self-Sovereign Identity (SSI) on top of blockchain (Hyperledger Indy/Aries). We put the control of identity and diagnosis information back in the hands of users by enabling them to choose how much to share and keeping their identity/diagnosis information in their SSI wallets except for a part of diagnosis data that is absolutely necessary to be shared for the app to function. Even for this shared public information, we eliminate the use of a central server by employing peer to peer
networks (Hyperledger Fabric). We envision two methods for reporting positive diagnosis results: (1) through direct app connection with testing labs and (2) voluntarily by users. We opt for the latter, following the same rationale to make the users the sole owners of their diagnosis data. Our choice of letting the users directly report diagnosis data, however, introduces the potential of flooding the network with false reports by malicious users. With very limited user information that is always kept on the user device, we introduce multiple fraud detection techniques inspired by previous work to detect and eliminate such false reports. We covered technical details of the implementation of PpCT in collaboration with a multinational telecommunications industrial partner. Our PpCT app is now fully developed and is in the beta testing phase by college students. We plan to deploy PpCT to actual customers of our industrial partner after beta testing. Our PpCT can help stop the spread of COVID-19, while at the same time protect user information privacy by giving the user the right to choose how much to share.
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